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Abstract:  

The paper present a solution for the economic activity evolution diagnostic and 

prediction by means of a set of indicators. Starting from the indicators set, there is defined 

a measure on the patterns set, measure representing a scalar value that characterizes the 

activity analyzed at each time moment. A pattern is defined by the values of the indicators 

set at a given time. Over the classes set obtained by means of the classification and 

recognition techniques is defined a relation that allows the representation of the evolution 

from negative evolution towards positive evolution. For the diagnostic and prediction the 

following tools are used: pattern recognition and multilayer perceptron implemented in the 

REFORME software written by the author and the results of the experiment obtained with 

this software for macroeconomic diagnostic and prediction during the years 2005-2012 for 

diagnostic and 2013-2014 for prediction.  

 

Keywords: pattern recognition, neural network, multilayer perceptron, indicators, 

diagnostic, prediction. 
 

1. Introduction 

 The assessments of the development level for a specific activity can be carried out by using 

the analysis of the evolution of the indicators describing both the quantitative level as well as the 

qualitative mutations in time. The problems related to diagnostic and prediction are solved using 

pattern recognition techniques and the multilayer perceptron [14], implemented by the REFORME 

software [4].  

 The data corresponding to the evolution in time, for the activity considered, are processed 

using the methods already mentioned, methods assessing the overall evolution trend of the 

indicators. The output is a qualitative variable (classes or D(x)) representing the result of the 

assessment. The conceptual diagram for diagnostic, prediction and graphical representation is 

presented in figure 1. 
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The database includes the data referring to the specific indicators and the achievements per 

indicators organized as tables. A minimal database with a high degree of flexibility includes the 

tables INDICATORS and VALUES having the structure described below: 

 

            INDICATORS                           VALUES                                                                            

Codeind    indicator code             Codeind   indicator code 

Nameind   indicator name            Date         report date 

Umind       measurement unit      Value       indicator value 

 

 2. Pattern Recognition Techniques 

If we note x1, x2, … , xn the characteristics set and x is a form defined by these 

characteristics, then the x form can be considered as a vector x(x1, x2, … , xn). The n features of the 

vector x are subjected to different processing methods: data normalizing, linear and nonlinear 

transformations, reducing and pattern selection, [3],[6],[7].  

A supervised recognition problem can be formulated as follows: Given a partition in classes 

of known forms, a new form must be included in one of these classes taking into account the 

existing classes. 

The unsupervised recognition consists of dividing the space forms in classes using 

algorithms. The simplest grouping algorithm, named the threshold algorithm is based on the initial 

determination of a minimum distance between two forms, the threshold distance. According to the 

algorithm mentioned above, two forms belong to the same class if the distance between them is 

smaller than the threshold distance. Using the threshold algorithm, the value of the threshold 

establishes the number of classes and the classification process can be reapplied for different values 

of the threshold until the best classification is obtained. 

If the values of the features are of different magnitude, then the features with high absolute 

values will have a greater influence over the classification results and the values of the features 

must have the same order of magnitude. The method frequently used is the domain adjusting 

method, the following transformation of the features values being applied: 
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If P1, P2,…,Pm are the reference patterns (the prototypes) and C1,C2…,Cm are the corresponding 

classes, then the minimum distance classifier will assign the input pattern X to the class Ci if the 

distance 
id X P= −  is minimum.  

 The most used distances are derived from the general Minkovski distance: 
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 For k=2, the Euclidean distance is obtained: 
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For the determination of the class to which a pattern belongs, starting from a training set 

with known classification, one of the most frequently used method based on the minimum distance 

principle is the nearest neighbour method. 

Let { }nfffF ,...,, 21=  be a set of training patterns and C1, C2,…,Cp the classes in which the 

set F was divided using a classification algorithm. The rule of the nearest neighbour can be 

mathematically wrote as: 
( ) ( ) iiaka CfthenCfandnkffdffdif ∈∈=≤ ...2,1,,,  

The pattern recognition techniques are implemented in the REFORME software [4]. The 

module “pattern recognition” of the REFORME program has the following tasks: 
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- normalizes the inputs by means of the domain adjusting method; 

- classifies unsupervised using the threshold algorithm with a classifier minimum distance 

based for the type of distance selected (Euclidean, Manhattan, Hamming) and specified threshold 

value. The classes resulted will be numbered from negative evolution toward positive evolution 

using an algorithm that induces the relation “<” over the classes set. 

- determines to which class belong an unknown pattern and also determines the pattern at 

the minimum distance from the unknown pattern by means of the nearest neighbour rule. 

 

3. Neural networks 

An artificial neural network with an input layer and an output layer divides the input vectors 

in two semi plans. Solving complex problems implies the need of complicated decision regions, 

problem that can be solved by using networks with one or many extra layers between the input and 

the output layer [1], [10], [12].  

Such a network can be treated as a generalization of the perceptron, being known as the 

multilayer perceptron (MLP) presented in Figure 2. 

                        
For the architecture presented above, the input layer is made up from linear neurons whose 

goal is not to compute but to propagate the input signal to the corresponding neurons on the next 

layers. Excepting the neurons on the input layer, for each neuron is computed the activation (the 

sum of products between the inputs and weights) and then the activation function is applied 

obtaining the output of the neuron. The output of the previous neuron becomes input for the neuron 

from the next layer. 

When chaotic time series are involved, prediction is a difficult problem and can be viewed 

as temporal pattern recognition task, for which purpose neural networks suit very well. The 

predicted value  x(tk+1) of a variable x at a future time t k+1 is based on k previous values x(t1), 

x(t2), …, x(tk). Figures 3, 4 shows neural network structures for univariate and multivariate 

prediction [2]: 
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Figure 2. The multilayer perceptron architecture 
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Figure 3. Connectionist univariate time-series 
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The dependent variable subject to prediction can be different from the past data variables 

(independent variables), but both are on the time scale. 

The multivariate prediction implies the prediction of both dependent variable x and the 

prediction of the independent variables y, z at the moment t+1 starting from their precedent values. 

In this case the prediction of the variables y and z can be achieved with a neural network designed 

for the univariate prediction. 

The backpropagation method and the sigmoidal activation function are the most important 

and used method for multilayer feed forward neural networks training that minimizes the mean 

squared error using the gradient method. 

 

4. Graphical representation 

A graphical representation of the evolution of the activity in a coordinate system xOy can be 

obtained as follows: each pattern represents a point on a plane, the axis x being the time period 

corresponding to the pattern and y is the class that the pattern belongs to as shown in Figure 7. 

The accuracy of the representation depends on the number of classes. This representation 

implies first to sort and then renumber the classes taking into consideration the evolution direction 

(from negative evolution towards positive evolution). 

To order the classes, for each class c is assigned a number, M(c), that is calculated as 

presented below. 

Let x(x1, x2,…,xn) be a pattern that belongs to the class c, with normalized parameters xi. 

For each parameter xi of the pattern x is assigned a weight pi representing the importance of the 

parameter xi (the weights can be computed for instance as the partial correlation coefficients or can 

be set up by the expert). 

For the pattern x, D(x) is calculated using the equation:                      

                          

( ) ∑
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n

i
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1                                  (4) 

D(x) represents a measure of the activity described by the pattern x. 

For each pattern belonging to the class c the similar method is carried out, M(c) being 

defined as: 
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where p is the number of forms belonging to class c. 

The class c1 is in relation “<” toward the class c2 if M(c1)<M(c2). 

An order relation over the class set has been defined. Renumbering the classes taking into 

account this order relation, a plot can be drawn representing the evolution of the activity analyzed 

as shown in Figure 7 and Figure 9. 

Given two time intervals t1 and t2, t1<t2 and Dt1(x), Dt2(x): 
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- If Dt1(x)<Dt2(x) then the activity defined by the patterns x has a positive evolution at the 

moment t2 toward t1; 

- If Dt1(x)=Dt2(x) then the activity defined by the patterns x is stationary at the moment t2 

toward t1; 

- If Dt1(x)>Dt2(x) then the activity defined by the patterns x has a negative evolution at the 

moment t2 toward t1. 

A similar interpretation can be done considering M(c). A much accurate representation of 

the activity evolution in a coordinate system xOy can be obtained as follows: each pattern 

represents a point in plane, x being the time range that corresponds to the pattern and y is D(x) as 

shown in Figure 8. 

 

Macroeconomic forecasting 

We consider the next macroeconomic indicators: 

 

CODE INDICATOR U/M 

I1 Gross Domestic Product million RON 

I2 Goods export (average) million EURO 

I3 Goods import (CIF) million EURO 

I4 Goods import  (FOB) million EURO 

I5 Occupational populations (average) thousands pers. 

I6 Average number of employees thousands pers. 

I7 Gross Income (average) RON 

I8 
Number of unemployment  
(the ending of the year) 

thousands pers. 

 

and the coresponding values [9]: 

 

 
 

Taking into consideration the specific problems regarding macroeconomic forecasting, the 

indicators represent the parameters of the pattern and a pattern Xt is defined by the values of the 

parameters for an year. 

For diagnostic is considered the interval between 2005 and 2012, and for prediction the 

interval 2013-2014.   

Each row of the datasheet represents a pattern and characterizes the degree of economical 

development for the year considered.  

After the data normalization, classification (unsupervised recognition using the threshold 

algorithm) with REFORME   software,   the    distance   used    being   the Euclidean distance and 

the threshold value =1., results the division of the patterns into 4 classes, the ordering and the 

renumbering of the classes as well as the representation of the plot for the evolution using the two 

solutions (classes, D(x)). The results obtained are presented in the figures 5, 6,7.
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For a better approximation one solution would be the design of specific models for nonlinear 

systems [2], [5], [8]. 

 

For the prediction of the values corresponding to the next 

year the following neural architecture is defined: 8 neuron on the input layer, 8 neurons on the 

hidden layer and one neuron on the output layer. The network architecture is presented in Figure 10. 

Figure 5. The result after the data normalization, classification (unsupervised recognition using the 

threshold algorithm) 

Figure 6. Graphical representation of analyzed activity using four classes 

M(1)=1.50        M(2)=4.82        M(3)=5.05         M(4)=7.15 

Figure 7. The graphical representation of analyzed activity using D(x) 
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For training of the network uses the inputs for time t and the t+1 output is obtained. 

The results obtained for the training network (patterns A-2005 … A-2011) and for prediction 

(patterns A-2012, A-2013) for the next years   (2013, 2014) are presented in the figure 11. 

 The training process is carried out in two phases as well presented in the figures 11, 12. The 

training procedure begins with the training for a number of years and then the prediction for the 

next years is carried out (figure 11).  

      
 

 The training is then restarted including in the training set the values predicted and the next 

prediction for the next interval or year is carried out (figure 12).  

 

 

 Figure11. Result of the network training and prediction – phase 1 

Figure 10. The network arhitecture for the next 

year prediction 
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6. Conclusions 

The paper describes a method that quantifies and represents the evolution of the economic 

activity. Starting from a set of indicators that characterizes the economic activity, are defined a 

scalar D(x) that allows to measure an activity described by the x patterns and an order relation “<” 

over the set of classes resulted using unsupervised classification techniques for the graphical 

representation of the activity evolution using classes. 

One of the methods used for solving diagnostic and prediction problems is the regression analysis. 

In the case of linear systems the regression approach has practical relevance. Because of their 

ability to detect nonlinear dependences in the input data set, neural networks represent an efficient 

alternative to the existing methods. 

The obtained results confirm that prediction for a shorten period of time (1 year) is exactly, but for a 

long period of time the results are approximately. 

In order to achieve accurate long-term prediction, a short-term prediction is carried out first and 

then a multiple phase retraining of the neural network is done. 
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