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Abstract 
This study aims to present a possible approach to identify the most common 

combinations of possible risk factors for the outcomes following neonatal seizures. First, we 
extract important predictor variables from the published studies featuring aspects regarding 
neurological outcomes in the context of neonatal seizure. Then, we used association rules to 
build prediction models to determine associations of risk factors which are frequently 
identified in real-data / evidence based researches. A total of 15 studies and 14 variables were 
included to identify frequent patterns and generating association rules processe. We searched 
for accurate and valuable interrelationships between various risk factors. The FP-Growth 
algorithm generated different itemsets with the largest including four parameters: 
electroencephalography (EEG), seizures semiology (SO), aetiology (ET), birthweight (BW), 
with support 0.200. The insights regarding our results may help in creating evidence-based 
prevention programmes enhancing existing algorithms for diagnosis and treatment of neonatal 
seizure outcomes. 
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1. Introduction 
Neonatal seizures seem to have paramount importance in forecasting longterm outcomes on 

neurological maturation. These paroxysmal episodes might manifest as subtle patterns (more than 
50%), clonic or myoclonic (20-25%) and tonic (~5%). Consequently, it is crucial for a neonatologist 
to make an adequate differential diagnosis to exclude other essential pathologies and to intervene in 
managing this syndrome effectively. Different medical conditions could mimic neonatal seizures 
namely gastroesophageal reflux in Sandifer syndrome, palid reflex anoxic attacks, cyanotic breath 
holding spells, hyperplexia, nervous system infections, haemorrhage or mitochondrial disorders, 
epilepsy syndromes, cardiac arrhythmias (Cazan et. al., 2014; Cazan et. al., 2017). 

Among the prognostic factors, aetiology ranks first followed by perinatal conditions, 
seizures patterns, different biomarkers from the medical investigations, therapy type (Costea 
et. al. 2017; Azhibekov et. al., 2015). 

Current approaches even tackle the possibility to find suggestive biomarkers noninvasively 
in epileptic toddlers or neonates (Shahar, 2012; Nicolae et. al., 2016; Pitkänen, 2016; Choy et. al., 
2014). However, the most advanced angles are used for abnormal outcomes prognosis considering 
data mining techniques and association algorithms through a list of risk factors. 

Many existing models for predicting mortality and or neurodevelopmental outcomes 
following neonatal seizures have been described. Usually, the goal is to foresee these outcomes 
based on risk factors. Irrespective of the model design to manage the outcomes the results intend to 
help the clinicians and researchers but also parents in initiating and planning decisions related to 
procedures, treatments, follow-ups, assistances, comparisons between different clinical studies or 
populations, institutions. 

However, it is difficult to choose risk factors. As can be seen from the reviewed studies, the 
initial number of included risk factors (10-20 or more than 50) and different types of factors 
(perinatal, aetiology, seizures, investigations, therapy) vary considerably between studies. There are 
also (expected) differences in the factors combinations which are selected by the algorithms as 
suggestive for high-risk outcomes. In the current study, we propose an approach to identify the most 
common combinations of possible risk factors published in the literature which could influence an 
abnormal outcome. Our solution is based on frequent pattern mining (FPM), applied on risk factors 
identified by different research papers, a data mining technique mainly used for market basket 
analysis (MBA or Affinity Analysis) to discover relations among vast amounts of business 
transaction records.   
 

2. Methods 
Study selection 
We reviewed the literature searching for evidence based studies with a focus on the existing 

scoring systems to predict outcomes after  neonatal seizures. Five scoring systems emerged (Ellison, 
1981, 1986; Pisani et. al., 2009; Garfinkle, & Shevell, 2011; Salamon et. al., 2014; Hur & Chung, 
2016). A detailed analysis of these research papers was already presented in a previous review 
(Maniu et. al., 2017). However, we also considered  other articles presenting case studies on 
computational models developed to identify risk factors (Miller et. al., 2005; Ambalavanan et. al., 
2006; Nunes, 2008; Pisani, 2012; Yildiz, 2012; Lai, 2013; Vargas, 2013; Anand, 2014; Shah, 2014; 
Pisani, 2016). In our previuos work (Maniu et. al., 2018) factor analysis was used to determine 
groups of main risk factors considering the articles mentioned above.  A total of 15 studies were 
included in the current study analysis to identify the most common combinations of possible risk 
factors using this time frequent pattern mining and association rules techniques. 

 
Variables 
First, we extracted the neurological risk factors from the prediction models presented 

in each study in Excel format. Then, we coded each outcome variable binary with 1  if the 
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factor was considered as risk factor by the prediction model and 0  otherwise. A total of 14 
variables were investigated. Eventually, we used  RapidMiner implementation to build a 
model for frequent items/variables set mining and association rules generation. The process 
involved the following steps: (1) the Excel table with 14 binomial type attributes and 15 
records (for 15 reviewed articles) was imported in RapidMiner, (2) FP-Growth operator was 
added to the model, (3) Create Association Rules operator was connected with the FP-Growth 
operator. In the case of FP-Growth operator, we considered 0.1 as the min_support value (to 
include even outliers in the analysis) while for Association rules operator we considered 0.5 
as the min_confidence parameter.  

 
Frequent pattern mining  
Association rules mining (ARM) is a branch of data mining methods, including 

various algorithms that identify similarities between items/variables. It relies on techniques 
such as frequent itemset mining (horizontal, vertical, projected layout), sequential 
pattern(pattern-growth, apriori approaches), or structured pattern.  Agrawal and Srikant 
proposed for the first time in 1994 a FPM algorithm for MBA named AIS, in the form of 
association rule mining. Many scalable algorithms followed, having different approaches 
regarding the form, passes, reduced data set, candidate itemsets problems used data structures 
or storage space. The goal was a rule set simplification and/or performance improvements 
(Liu et. al., 1999, Hu & Chen, 2006, Hunyadi, 2009, Hunyadi, 2011, Kiran 2011, & Inan 
2013). Beside MBA, ARM techniques have been used in many areas such as medical data 
(Downs, 2000, Aswani Kumar, 2010, Chaves, 2013, & Inan 2013), Customer Relationship 
Management (CRM) (Chen, 2005), spatial and spatiotemporal data (Koperski, 1995; Shiwei, 
2018). 

 
FP-Growth algorithm(frequent pattern growth) 
The table no.1 presents basic concepts of FPM technique.  
 

Table 1. Frequent pattern mining: Basic concepts 
Set of all items 
(ex: in a market basket data) 

𝐼 =  {𝑖ଵ, 𝑖ଶ, … , 𝑖𝒎} 

itemset / k-itemset a collection of zero or more items / itemset containing k 
items 

transaction a subset of items chosen from 𝐼 
set of all transactions 𝑇 =  {𝑡ଵ, 𝑡ଶ, … , 𝑡𝒏} 
support count  the number of transactions that contain a particular itemset 

𝜎 (𝑋) =  | {𝑡௜|𝑡௜ ∈ 𝑇, 𝑋 ⊆ 𝑡௜} | 
support fraction of transactions in which an itemset occurs 

support (X) = 
ఙ(௑)

௡
 

frequent itemset an itemset  (ex. X) is called frequent if:  
support(X) > minsup 

where minsup – user-defined threshold 
 
An association rule is an implication of the form 𝑋 → 𝑌 where X and Y are sets of 

predictors (𝑋 ⊂ 𝐼, 𝑋 ≠ ∅, 𝑌 ⊂ 𝐼, 𝑌 ≠ ∅, 𝑋 ∩ 𝑌 = ∅ ) representing the antecedent and the 
consequent part of the rule. 

The most common measures to quantify the strength for generated rules  are presented 
in table 2.  
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Table 2. Association rule evaluation metrics 
Confidence 

Predictability 
𝑋 → 𝑌 (𝑐%) 

A rule has confidence c in the 
dataset if 

c% of the dataset transactions 
that contain X also contain Y 

confidence (𝑋 → 𝑌) = 

𝑃 (𝑌|𝑋) = 
ఙ(௑∪௒)

ఙ(௑)
 

 

how frequently items in Y appear in transactions that contain X 
Support 

Prevalence 
𝑋 → 𝑌 (𝑐%, 𝑠%) 

A rule has support s in the dataset 
if 

s% of the dataset transactions 
contain X also contain Y 

support (𝑋 → 𝑌) = 

𝑃 (𝑋 ∪ 𝑌) = 
ఙ(௑∪௒)

௡
 

where n = number of 
transactions 

how often a rule is applicable to a given data set 
 

ARM process identifies all the rules with the support and confidence equal or grather 
than coresponding support (minsup) and confidence thresholds (minconf). It aims to predict 
an item occurrence based on other items occurrences. This process is divided in two subtasks: 
frequent itemset generation and rule genaration. The first task objective is to generate all 
itemsets having the support >= minsup treshold. The second task objective is to generate high 
confidence rules using the frequent itemsets previously identified. There are many algorithms 
presented in literature for performing these tasks (as efficiently as possible).  

FP-growth method is a frequent itemset mining, projected layout based method, 
proposed by Han et. al in 2000. The algorithm strategy involves a two steps approach: (1) 
build the FP-tree (a compressed form of the initial dataset), (2) extract frequent item sets 
(frequent patterns and corresponding support) from the FP-tree, using the recursively build 
conditional pattern base and conditional FP-tree (for each frequent item from the FP-tree) 
(Han 2000, 2004, 2006; Borgelt 2013). The FP-tree algorithm implementation is the 
following:  
 
procedure FP growth(Tree, α)  
(1) if Tree contains a single path P then  
(2)  for each combination (denoted as β) of the nodes in the path P  
(3)   generate pattern β ∪α with support_count = minimum support count of nodes 
in β;  
(4) else for each ai in the header of Tree {  
(5)  generate pattern β = ai ∪α with support_count = ai .support count;  
(6)  construct β’s conditional pattern base and then β’s conditional FP_tree Treeβ ;  
(7) if Treeβ ≠ ∅ then  
(8)    call FP_growth(Treeβ , β); } 

 
3. Results 
The 15 studies analysis covered a period from 1975 to 2015, representing neonatal 

seizure real-data based studies from different states/countries (California, Maryland, New 
York,  Brazil, Italy, Taiwan, Colombia, India, UK, Canada, Slovenia, South Korea). The 
samples size varied from 55 to 403 cases. The type and number of risk factors included in the 
models differed in the analysed studies. Most of them considered a range between 10 and 20 
factors, but there were papers with over 50 analysed factors (Ambalavanan, 2006). Multiple 
logistic regression model was the most widely used technique for risk factor identification. On 
average, a study has identified 4 risk factors (with mode values: 4 and 5) while the largest 
results had 6 risk factors.  

In all this studies the generated model had presence/absence of post neonatal outcomes 
(epilepsy, developmental delay, mortality) as target variable and different combination of 
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clinical variables (perinatal factors, etiology factors, seizures characteristics factors, 
investigations findings factors, therapy related factors) as predictors. Analyzing 
retrospectively the 15 studies, from the point of view of variables identified as risk factors, for 
each study we recorded the information for the following  variables: birth weight (BW), 
gestational age (GA), mode of delivery (MD), Apgar score (AS), resuscitation (RE), seizure 
characteristics: type, onset, duration, semiology (SO), status epilepticus (SE), etiology (ET), 
early neurologic examination (ENE),  EEG findings (EEG), cerebral ultrasound scan findings 
(UBS), neuroimaging (NI), treatment duration (TD), response to treatment (TR). 
In the context of our data set, the set of all items 𝐼 consisted of the 14 risk factors while the 15 
reviewed studies represented the set of all transactions 𝑇.  

The implementation in RapidMiner using FP-Growth operator and Association rules 
operator effected different patterns. The process results are presented in the table no 3 with a 
perspective including frequent pattern generation for 2-itemset, 3-itemset and 4-itemset (with 
support >=0.2 for 2 and 3 itemset). The 2-itemset was counting 38 patterns, the 3-itemset 29 
while the 4-itemset 8. The largest itemset consisted of 4 items, the combination with the 
largest support being EEG, SO, ET, BW items(s0.200). The combination of EEG, SO, ET was 
also the most common combination of 3 items (s0.333).  

 
Table 3. Frequent itemset generation 

2-itemset 3-itemset   4-itemset 
0.400 EEG SO 0.333 EEG SO ET 0.200 EEG SO ET BW 
0.400 EEG ET 0.267 SO ET BW 0.133 EEG SO ET MD 
0.400 SO ET 0.200 EEG SO BW 0.133 EEG ET AS SE 
0.333 SO BW 0.200 EEG ET BW 0.133 EEG BW AS SE 
0.267 EEG BW 0.200 EEG AS SE 0.133 SO BW AS SE 
0.267 ET BW 0.200 BW AS SE 0.133 BW AS UBS SE 
0.267 AS SE 0.133 EEG SO MD 0.133 AS RE TR TD 
0.200 EEG AS 0.133 EEG ET AS           
0.200 EEG SE 0.133 EEG ET SE           
0.200 EEG NI 0.133 EEG ET NI           
0.200 SO AS 0.133 EEG ET MD           
0.200 BW AS 0.133 EEG BW AS           
0.200 BW UBS 0.133 EEG BW SE           
0.200 BW SE 0.133 EEG BW ENE           
0.200 AS TR 0.133 SO ET MD           

 
The following figures describe the graphical rule visualisation (using KKLayout 

format) and associated rules evaluation metrics, in the case of filtering after variables EEG 
(figure no. 1)  and USB  (figure no. 2). Apgar score, birth weight and status epilepticus are 
factors that appear in both EEG findings and cerebral ultrasound scan findings (with same 
support (0.133) and confidence(0.667)). It is important to remind that the extracted rules are 
useful to understand correlations / associations but not causality. For example, the rule X → Y 
indicates that Y has a high probability to happen when X is present, but this does not mean 
that X is the cause of Y. Aditional information / domain experience is needed to make this 
claim. 
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Figure 1. Graphical and tabelar rule vizualization, filtering after EEG factor 
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Figure 2. Graphical and tabelar rule vizualization, filtering after UBS factor 
 

4. Discussions and conclusions 
This study underlines the applicability and suitability of association rules mining 

algorithms to determine the most common combinations of possible risk factors for outcomes 
following neonatal seizures. The insights regarding our approach may be useful along with 
clinical judgment and existing protocols for the epileptologists, neurophysiologists, 
pediatricians, neonatologists throughout the complex decision-making process in managing 
these cases.  From a medical point of view more complex ET, lower AS or BW values, 
moderate or severe abnormal EEG (SO) or UBS,  increase the odds for an abnormal outcome. 
In the proposed design we intended to provide a simulation of the association rules to identify 
combinations of risk factors based on the identified risk factors from 15 literature studies. Our 
study does not claim to have considered all possible risk factors for outcomes in the context of 
neonatal seizure, but it successfully bundled key factors such as ET, AS, with EEG, SO and 
UBS. 

The analyzed articles presented models based mostly on the regression method, in 
particular logistic regression, but also other methods such as decision trees. To achieve the 
dataset of the present paper, the choice of variables did not take into account the prediction 
model, but only the fact that certain factors were considered/identified by the model (used in 
the study) as risk factors. 

This retrospective study has not considered a hierarchy of the included studies in terms 
of quality assessment criteria, models reliability and/or validity. We were focused on 
proposed predicted models results, with an emphasis on identified risk factors. Also, some 
studies considered distinct prediction models for different types of outcome while other 
studies considered all outcome variants as one group using the prediction model for all types 
of outcomes as a group. 

The considered risk factors are very different from each other, in the sense that they 
don’t have the same frequency. Some are common type of factors (BW, GA, AS) and they 
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have naturally more chance of being frequent than items that are much less likely to be 
considered (known as rare items problem, such as UBS).  

In this context, our future work will focus on the following aspects: (1) including other 
studies in the analysis, (2) classifying studies according to quality assessments, (3)   
classifying studies according to prediction model, (4) classifying different individual outcome 
variants, (4) including, in the generation of association rules, of variables considered in the 
initial phase of the model, beside the risk factors variables identified by the model (5) 
considering other algorithms (MSApriori (Liu 1999), CFPGrowth (Hu 2006), CFPGrowth++ 
(Kiran 2011)), to deal with issues such as items skewed support distribution (rare items)). 
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