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applying our technique, we proficiently categorize the page into distinct 
clusters encompassing images, titles, and paragraphs. The consequent 
hierarchical framework, founded on the cluster tree, establishes a 
durable and trustworthy blueprint of the document layout, thereby 
accelerating document comprehension and examination. 
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1. Introduction 

In recent years, advances in scanning and printing technologies have 
led to increased expectations for document recognition and conversion. The 
goal is to expand electronic document interpretation by understanding of the 
logical framework. This involves grasping elements such as chapter 
divisions, titles, sections, headings, paragraphs, author details, affiliations, 
annotations, footnotes, references, comments, associated visuals, diagrams, 
and page numbering (Nagy et al., 2004; Baird, 2002).  

This paper seeks to present a method for determining the document 
layout and creating a hierarchical structure based on this layout. Identifying 
the fundamental connected components within a document and utilizing 
them to build the structure is the initial step. Separators can be broadly 
classified into different categories, including line separators, separators based 
on lines, separators based on white space, and separators with arbitrary 
forms. These distinctions are determined by their shapes or geometric 
attributes. 

Separators are depicted in conventional knowledge as image 
segments with particular geometric properties. Typically, the breadth of a 
horizontal line is significantly greater than its height. Most algorithms rely 
purely on this information to detect these connected components, whereas 
more sophisticated approaches consider the angular orientation of 
separators when detecting broken lines. However, these shape-dependent 
strategies concentrate predominantly on online separators. As demonstrated 
in, Kise et al. (1998); Wang et al. (1999); and Zhu & Doermann (2007), more 
sophisticated methods incorporate the notion of distance and offer 
mathematical approaches for detection. 

White-space detection algorithms frequently resemble line detection 
algorithms, as they rely on the observation that the quantity of white pixels 
encountered along one axis exceeds the count in the orthogonal axis. 
Despite having the same limitations as line-based methods due to dimension 
and orientation dependencies, this method provides a higher level of 
confidence. However, none of these methods entirely satisfy the 
requirements, necessitating a geometry-independent approach to accurately 
detect separators (for additional line detection algorithms, see, Qumsiyeh 
(1995)). 

This paper presents a dependable approach based on the 
development of a hierarchical clustering structure (Jain & Dubes, 1988). This 
approach stands apart from the methods introduced in existing literature due 
to its utilization of a "top-down" strategy instead of a "bottom-up" 
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approach. This method deconstructs collections into individual objects, as 
opposed to the preceding one, which concentrates on grouping objects into 
collections. The Delaunay triangulation (Lee & Schachter, 1980; Lee & Lin 

1986; Guibas & Stolfi, 1985) is the optimal mathematical instrument for 
establishing neighborhood relationships and simulating the human eye's 
ability to "connect" similar items. The outcome's structure is illustrated as a 
cluster tree through the combination of the triangulation outcomes with a 
specific algorithm designed for constructing cluster trees. This structure 
permits the aggregation of connected components into cohesive 
components based on triangulation-calculated distances. The tree employs 
Euclidean distance as a metric and introduces a novel concept called 
"hierarchy distance" to streamline the merging operations executed on the 
connected components. The subsequent sections of this paper will elaborate 
on these points. 

2. Previous work 

Over an extended period, Document Image Analysis (DIA) has 
remained a topic of significant scholarly fascination within the domain of 
computer vision and image processing, owing to its complex challenges and 
vast applications in digital libraries, character recognition, and automatic data 
entry (Wenyin & Dori, 1997; Jain & Yu, 1998). Layout analysis, which 
involves segmenting a document image into its constitutive elements (titles, 
paragraphs, and images), forms a key aspect of DIA. 

Traditional layout analysis techniques have predominantly been rule-
based, leveraging heuristic information about the geometry and location of 
different elements (Baird, 2005). While effective, these methods are often 
criticized for their inflexibility and sensitivity to noise. More recent works 
have introduced machine learning-based techniques, which offer more 
adaptive and robust approaches to layout analysis (Sarkar et al., 2004). 

The pioneering introduction of employing clustering methodologies 
in layout analysis was attributed to Sarkar & Bhowmick (2011). This method 
involved grouping pixels into clusters to represent individual document 
elements. Although the methodology demonstrated promising results, it had 
limitations in adequately representing the hierarchical relationships between 
different elements. 

The mitigation of this limitation was achieved through the 
introduction of hierarchical clustering methods. Gong & Liu (2016) 
developed a method that used hierarchical clustering to generate a tree-like 
structure, known as a cluster tree. This provided a more robust and 
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representative model of the document layout, effectively encoding the 
hierarchical relationships between different elements. 

The use of geometric algorithms, specifically Voronoi diagrams and 
Delaunay triangulation, in layout analysis has also been explored. Voronoi 
diagrams have been employed for text-line detection and separation, 
exploiting the property that neighboring characters are closer to each other 
than to characters in other lines (Kise et al., 1998).  

In parallel, Coustaty et al. applied Delaunay triangulation in the 
context of document image layout analysis (Coustaty et al., 2011). The 
technique has shown effectiveness in distinguishing between different types 
of elements, primarily due to the geometric properties of Delaunay triangles. 
However, the incorporation of Delaunay triangulation in generating 
hierarchical representations of the document layout has not been extensively 
explored. 

Therefore, this paper aims to build upon these studies by proposing 
a novel methodology for layout analysis that combines hierarchical 
clustering, Delaunay triangulation, and cluster tree representations to 
provide a robust and detailed document layout representation. 

3. Problem Solution 

The paper at hand builds upon our previous work in (Boiangiu et al., 
2008), adding some new explanations, better test scenarios, a more adequate 
dataset, and a new postprocessing phase aimed at further improving the 
proposed method results. 

To attain the final tree hierarchy, a series of sequential steps must be 
taken. The initial stages, which are necessary for the successful completion 
of the final stage, have been described in a previous publication (Boiangiu et 
al. 2008) and will be summarized here. 

3.1. Preprocessing 

The first step involves preprocessing the input data to fulfill the 
algorithm's requirements (Otsu, 1979). Important to this strategy is the 
utilization of black-and-white documents. Therefore, regardless of the initial 
color scheme, each document is converted to black and white. Multiple 
algorithms exist for this purpose, and the most suitable one for the input 
documents has been chosen (Otsu, 1979; Sauvola & Pietikäinen, 2000). 

3.2. Contour Generation 

Subsequent to input selection, the process involves generating image 
segments, denoted as "connected components" within the image. A group 
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of connected black pixels constitutes a connected component, a 
determination that can be accomplished through a straightforward 
algorithm. Beginning with a black pixel, the algorithm traverses all black 
pixels until only white pixels remain as neighbors (Boiangiu et al., 2008). 

 

 

Fig. 1: Conversion of the initial grayscale image into black and white format. 
Image sourced from Boiangiu et al. (2008) 

 
The procedure is iteratively applied to all black pixels that have not 

been visited, resulting in the acquisition of connected components. As 
shown in Figure 2, a collection of black pixels can be enclosed by a variety 
of configurations, with the rectangle being the most common. Nevertheless, 
the presented method does not employ the bounding rectangle. Instead, it 
evaluates each entity's outline. As each connected component can be 
interpreted as an assemblage of horizontal segments, the contour is formed 
by linking the endpoints of these segments. Significantly, endpoint vertices 
of segments that are not directly visible from an external viewpoint are 
excluded. Fig. 3 depicts an illustrative example of this algorithm. Another 
type of algorithm for contour generation is discussed in (Suzuki & Be, 1985). 
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Fig. 2. The bounding rectangles of the page 
connected components. Image taken from 

Boiangiu et al. (2008) 

 

Fig. 3: Outcome of the contour 
detection algorithm. Image taken 

from Boiangiu et al. (2008) 

3.3. Delaunay Triangulation 

Following the selection of contours, the constrained Delaunay 
triangulation algorithm is used to connect all connected components. 
Nonetheless, this leads to an excessive number of connections. Therefore, a 
phase of processing is performed to eliminate triangles that connect more 
than two connected components, leaving only connected components 
connected in pairs. 

As a consequence, this paper establishes by convention two distinct 
categories of points, namely "current points" and "destination points". These 
names are derived from their association with or lack of association with a 
connected component. Using the Delaunay triangulation, multiple triangles 
emanate from each connected component and extend toward another 
connected component. Within these triangles, the points located on the 
current connected component are referred to as current points, while those 
belonging to triangles located on a different connected component are 
referred to as destination points. 

3.4. Proximity Generation 

Proximity is the relationship between two or more connected 
components. By iteratively processing the triangles present in the 
constrained Delaunay triangulation and excluding triangles that connect two 
distinct connected components (inter-triangles), proximity is determined. 
Excluded from further processing are triangles generated within a single 
connected component (intra-triangles) or involving three distinct connected 
components. 

The proximity structure furnishes essential details concerning the 
interrelation between entities, encompassing factors like the paired 
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connected components, the minimum square distance within Delaunay 
inter-triangles, the count of connecting points in each connected 
component, the connection area, and other relevant metrics as dictated by 
the specific processing needs. 

3.5. Separators 

As stated in the introduction, separators can be categorized based on 
their geometrical form or characteristics. Nonetheless, they share a notable 
characteristic that distinguishes them. Leveraging the aforementioned 
Delaunay triangulation and the identification of current and destination 
points enables the application of statistical analysis centered around their 
ratio.  

This examination reveals a fundamental trait of separators: due to 
their extensive coverage across numerous connected components, regardless 
of orientation or angle, they exhibit a notably higher count of current points 
compared to destination points. Thus, separators can be identified, and lines 
can be drawn between them and conventional characters such as letters and 
punctuation marks. 

The subsequent step involves integrating this data into a hierarchical 
structure for the page. This integration simplifies the process of recognizing 
text regions within the hierarchical tree that are enclosed by page boundaries 
or separators. 

4. Cluster Tree 

Our methodology involves constructing a hierarchical model using a 
cluster tree, a specialized form of a multi-way tree. Connected components 
serve as leaf nodes in this tree structure, while internal nodes represent 
clusters of connected components. The cluster diameter represents the 
maximum distance between any two interconnected components within the 
same cluster, or between neighboring connected components that can form 
a sequence to link any two such components (see Fig. 4). The principal 
objective of this tree is to categorize connected components into clusters 
characterized by expanding diameters. The root of the tree signifies the 
cluster with the most substantial diameter (if it hypothetically encompassed 
the entire page, its offspring would correspond to higher-level elements like 
paragraphs or figures). 
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Fig. 4 depicts a simple cluster tree in which the internal nodes are labeled with the diameters 
of the clusters. Image taken from Boiangiu et al. (2008) 

 
The hierarchical model is combined with the separator data obtained 

in the preceding stage to ascertain the layout of the page (Gan et al. 2007; 
Watson, 1981). 

There are two possible approaches to designing the cluster tree. The 
initial approach employs input consisting of extreme points and Delaunay 
triangulation. Extreme points refer to the points situated along the contours 
of the connected components. 

The algorithm for constructing the tree begins by calculating the 
minimal length of the Delaunay triangle edge connecting each pair of 
connected components. The tree is constructed from the ground up. A 
cluster is created around a random connected component. The connected 
component closest to the initially connected component is then determined 
and added to the cluster. Then, the connected component closest to one of 
the two existing connected components is identified, and if the distance to 
this connected component is comparable to the distance between the first 
two, the third connected component is added to the cluster. This procedure 
is repeated until the nearest connected component has a magnitude so great 
that it cannot be included in the initial cluster. The remaining clusters are 
generated using a similar approach, although the algorithm might introduce 
the nearest cluster instead of the nearest connected component. 

The output of the algorithm is the sought-after tree structure that 
accurately reflects the hierarchy of the page. 
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Fig. 5 The initial image and the outcome of the Delaunay triangulation. 
Image taken from Boiangiu et al. (2008) 
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The second approach for constructing the hierarchy involves 
utilizing coordinates derived from the bounding shapes of the connected 
components and employing the distance between these bounding shapes as 
a metric. The convex hull is an appropriate option for the boundary form. In 
this instance, the convex hull of each connected component is computed 
using its contour points, and the minimum distance between the bounding 
structures is determined and used, as before, as the minimum distance 
between the connected components. Similar to the previous method, the 
algorithm begins with an empty set and grows a cluster by adding the 
connected component with the shortest minimum distance between the 
bounding structures. Clusters are constructed similarly, with the prospect of 
including other clusters if their distances are of the same magnitude. The 
principal objective of this tree is to categorize connected components into 
clusters characterized by expanding diameters. The resulting hierarchical 
model portrays the page structure, where the root of the tree symbolizes the 
entire page, and its offspring symbolize top-level layout components like 
paragraphs, images, tables, titles, headings, and more. The tree's fronds 
symbolize the smallest elements, which are typically characters. 

Fig. 5 illustrates two versions of the identical image: one prior to 
Delaunay triangulation and the other subsequent to its application in order 
to provide visual representation and facilitate comprehension. In these 
images, the connected components are visibly linked by numerous edges, 
emphasizing their interconnectedness. Each color represents the 
connections between the points on the boundary of two connected 
components, providing a distinct indication of their respective distances. As 
input for the algorithm, only the connection with the shortest distance is 
selected from this collection. 

4.1. Hierarchy Model - Cluster Tree 

As mentioned earlier, the page hierarchy can be represented through 
a cluster tree model. Within this tree structure the terminal nodes symbolize 
the input-connected components and are organized into clusters. Every 
cluster is denoted by a tree node with its diameter proportional to its size.  

The cluster tree concept assures that the distance between any two 
elements within a cluster does not exceed the cluster diameter. Hence, each 
subtree within the arrangement symbolizes a cluster, wherein all nodes share 
a closer proximity to each other compared to nodes outside the cluster. Fig. 
6 depicts an exemplar of a cluster tree arrangement. In this case, the cluster 
diameters escalate from the bottom to the top of the tree. Each node is a 
member of exactly one cluster and has no offspring. In the example, the 
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labels of the non-leaf nodes correspond to the maximal distances within 
each cluster, denoting the diameter of the cluster. As an illustration, consider 
the cluster "ab," encompassing the connected components "a" and "b." 
With a maximum distance of 20, this signifies that no connected 
components within this cluster are separated by more than 20 units. 
Moreover, in accordance with the cluster tree definition and inherent in the 
construction algorithm, no nodes exist within a 21-unit range from either "a" 
or "b". 

 

Fig. 6: Illustration of a Cluster Tree. 
Image taken from Boiangiu et al. (2008) 

 
If the cluster diameters are not equal, the order of magnitude is 

considered different in practical implementations. A threshold can be used 
to determine whether two connected components belong to the same 
cluster. 
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Fig. 7: Illustration of Hierarchy Distance. 
Image taken from Boiangiu et al. (2008) 

 
When referring to the distance between two connected components 

in the context of layout analysis, the diameter of the cluster to which those 
connected components belong is meant. This measurement is referred to as 
the hierarchical distance, in contrast to the Euclidean distance utilized for 
constructing the cluster tree. The Euclidean distance is the minimum path 
length between two points or the measure of the connecting segment's 
length. Conversely, the hierarchy distance is understood in a distinct manner. 
Fig. 7 serves as an illustration of the distinction. 

In accordance with the Euclidean distance, the measurement 
between coordinates "A" and "D" in this illustration is 90 units. The cluster 
tree discloses that the hierarchy distance from "A" to "D" is 45 units. As "B" 
and "C" constitute a cluster and subsequently link to "A" in a different 
cluster before connecting to "D" all three points share an identical hierarchy 
distance to "D" equivalent to the Euclidean distance between "C" and "D". 
Consequently, this novel measurement unit is an efficient method for 
evaluating cluster closure. 

Now that the essential terminology has been elucidated, several steps 
must be taken to obtain the desirable clusters. The initial step involves the 
formation of the cluster tree. The information contained within the clusters 
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is subsequently utilized to join distinct connected components or groups of 
connected components based on hierarchy distances. The following images 
illustrate the progression of cluster creation and the outcome of dividing the 
document into zones exhibiting comparable traits. 

As observed, this initial iteration only clusters together the nearest 
connected components. To enhance the clarity of cluster visualization, only 
a limited section of the original image is employed in the initial set of 
resultant images, where clusters are denoted by enclosed rectangles. Given 
the scale of the image, this has a minimal impact and does not aid in zoning 
the document. In subsequent iterations, however (Figure 8), clusters of 
connected components are connected, and a hierarchical structure emerges. 
 

 

Fig. 8: Presents an initial stage of the 
algorithm, displaying a notable quantity of 

clusters stemming from the small minimum 
value of connected edges at this point. 

Image taken from Boiangiu et al. (2008) 

 

Fig. 9: The information contained within the 
clusters is beginning to take shape, forming a 

semblance of hierarchy. Image taken from 
Boiangiu et al. (2008) 

 
Through the ongoing process of cluster merging, the target 

paragraph within the original image is eventually identified as a distinct zone. 
(Figure 10). 

Eventually, each zone is appropriately identified. The process of 
joining clusters iteratively can proceed, considering the entire page as a 
cluster on its own. Nonetheless, this might be exorbitant. The objective is to 
construct zones on the page containing similar information, and the 
algorithm must terminate after a predetermined number of iterations. 
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Fig. 10: The paragraph has been encompassed within a solitary cluster. Image taken from 
Boiangiu et al. (2008) 

 

 

Fig. 11 The histogram of Euclidean 
distances within the input image. Image 

taken from Boiangiu et al. (2008) 

 

 

Fig. 12: The histogram of the hierarchical 
distances computed for the input image. 
Image taken from Boiangiu et al. (2008) 

By plotting histograms of the distance values for the evaluated 
image, the provided graphics provide an overview of these values. The 
image's results allow for the detection of titles, paragraphs, and even articles. 
Nonetheless, without a method for measuring results, determining when to 
stop iterating becomes uncertain. 

Several concepts are introduced in response. Notably, each iteration 
includes a measure that varies consistently, distinguishing it from all others. 
Using this information, a system for evaluating results and identifying 
significant changes can be created. 

A critical metric that evolves with each iteration and offers 
substantial insight into the cluster formation is the rectangular area 
encompassing the clusters. This metric can be subdivided into three distinct 
categories: the total rectangular area (computed as the sum of all bounding 
rectangle areas for the clusters), the overlapping rectangular area (calculated 
as the sum of all intersecting areas between the bounding rectangles), and 
the non-overlapping rectangular area (obtained by subtracting the 
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overlapping area from the total rectangular area). These measurements are 
illustrated for each iteration in the aforementioned charts. 

The analysis of these results allows the identification of inflection 
points, or points where the slope of the function changes sign. These points 
are delineated by a white line on the graph, where the function represents 
the type of area applied to the chart. 

Upon careful evaluation of these results, it becomes evident that 
each inflection point signifies a significant shift in the structure of the chart. 
For instance, if the subsequent value of the total area exceeds its current 
value, this indicates a consolidation of clusters into a larger cluster. 
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Fig. 13 A synopsis of the image at a stage where each presented paragraph is recognized as a 
distinct cluster. Image taken from Boiangiu et al. (2008) 
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Fig. 14: The final outcome, where all significant regions of the page are each identified 

within a distinct cluster. 
Image taken from Boiangiu et al. (2008) 
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Fig. 15: This chart represents the changes in 
rectangular area values for each iteration 

performed on the tested image. Image taken 
from Boiangiu et al. (2008) 

 

 

Fig. 16: This chart illustrates the variations 
in overlapping rectangular area values 
across all iterations performed on the 

tested image. Image taken from Boiangiu 
et al. (2008) 

 
 

 

Fig. 17: This chart depicts the changes in non-overlapping rectangular area values 
throughout all iterations conducted on the tested image. 

Image taken from Boiangiu et al. (2008) 

 
Conversely, a decrease in the subsequent value compared to the 

current one signifies that certain clusters which were initially separate have 
amalgamated into a larger cluster, leading to a reduction in the overall area. 
By tracking the shifts in slope sign from positive to negative and vice versa, 
it becomes evident that the most pronounced changes occur precisely at 
these junctures. Therefore, the decision to terminate the algorithm at a 
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specific iteration should be informed by these points. For the attainment of 
the most optimal cluster hierarchy, it is advisable to designate one of the 
terminal inflection points as the termination point for the algorithm. 

5. Metrics for determining where to extract from a cluster tree the 
layout elements 

When determining where to extract layout elements from a cluster 
tree in document image analysis, various metrics can be considered. 

One such metric is the spatial arrangement of pixels. In the context 
of a document image, spatial arrangements can help identify the structural 
relationships between different elements, Kise et al. (1998). Titles generally 
inhabit the uppermost region of a page, while the body, constituting 
paragraphs and images, spans the top to the bottom (Haralick & Shapiro, 
1992). Analyzing spatial relationships between clusters can provide insights 
into potential layout elements. 

Another essential metric is cluster density. Dense clusters frequently 
correspond to text elements like paragraphs and titles, characterized by high-
density pixel collections (Doermann & Tombre, 1998). In contrast, lower-
density clusters might signify image elements or spaces between different 
layout components (Boiangiu et al., 2008). The cluster's density can be 
quantified using several statistical measures, such as variance or standard 
deviation. 

The size and shape of clusters are also influential in determining the 
layout elements. Larger clusters may indicate extensive bodies of text, like 
paragraphs, while reduced clusters could point toward titles or bullet points 
(Louloudis et al. 2009). The cluster's shape, determined by the pixel 
arrangement within a cluster, can help distinguish between linear text 
elements and more intricate graphic elements (Chen et al., 1999). 

A pivotal concept in cluster trees is the cluster level. Higher-level 
clusters usually represent larger, general layout elements, while lower-level 
clusters correspond to more specific elements (Sarkar et al., 2004). 
Examining the level of a cluster in the tree can provide insights into the 
granularity of the layout element that the cluster represents. 

The interconnectivity of clusters within a cluster tree can offer 
additional insights. Clusters closely interconnected are likely part of the same 
layout element or closely related elements (Kong et al., 2010). On the other 
hand, clusters with fewer or weaker connections might represent discrete 
elements (Kong et al., 2010). 

These metrics are not used isolated but are combined and weighted 
appropriately to decide where to extract layout elements from a cluster tree, 
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(Antonacopoulos, 1998). The best combination of these metrics is 
contingent on the specific document image and the goals of the analysis. 

As a result, the rectangular area taken up by the clusters becomes the 
pivotal variable that changes with each iteration and offers the most 
informative insights. This can be separated into three categories: total 
rectangular area, overlapping rectangular area, and rectangular area without 
overlap. These measurements are depicted in the aforementioned charts for 
each iteration. 

By evaluating the results, we can identify inflection points on the 
graph, or points where the function's slope changes signs. In this instance, 
the function corresponds to the chart area category. These inflection points, 
denoted on the graph by white lines, indicate significant changes. For 
instance, if the subsequent total area value surpasses the current value, it 
signifies the merging of clusters into a larger entity. 

If the subsequent value is smaller than the current one, it indicates 
the integration of certain clusters that were previously part of a larger cluster, 
leading to a decrease in the overall area. Observing the changes in slope sign 
from ascending to descending and vice versa, we find that the most 
substantial changes occur precisely at these points. Therefore, the decision 
to terminate the algorithm must take into account these inflection points, 
with one of the final inflection points serving as the termination point in 
order to acquire the optimal cluster hierarchy. 
 

 

Fig. 18: This figure provides an illustration of the rectangular area measurement application. 
Image taken from Boiangiu et al. (2008) 

 
Figure 18 illustrates the use of rectangular area measurement with an 

example. In this case, the total rectangular area is 20 units, the overlapping 
rectangular area is 4 units, and the non-overlapping rectangular area is 11 
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units (calculated by subtracting the overlapping area from the sum of 
rectangle areas, presuming each rectangle has a 2-by-2-unit area). 

This study presents an effective instrument for page layout analysis 
that permits the selection of distinct groups of connected components by 
slicing the tree at various levels. Through this method, paragraphs, headings, 
and other layout elements can be precisely detected using a simple and easily 
implementable algorithm. In addition, the method has prospective 
applications outside of document content conversion. 

Through the use of mathematical solutions, algorithms, and content 
analysis, the efficacy of this strategy can be readily demonstrated and 
confirmed. The method of layout analysis described in this paper is a natural 
progression of hierarchical clustering. It simulates the progressive 
withdrawal of the viewer from a document, resulting in an image that 
becomes increasingly "blurrier" Despite the loss of specifics, the overall 
structure of the document is still discernible, including the positioning of 
paragraphs, headings, tables, and images. 

Employing Delaunay triangulation structures ensures the 
preservation of precision throughout multiple levels of resampling, thereby 
faithfully capturing the phenomenon of grouping (clustering) perceived by 
the human eye as viewing distance expands. 

Moreover, the human visual system exhibits greater sensitivity to 
structures characterized by a rectangular shape. The prioritization of 
rectangular reconstruction of clusters within the document is achieved 
through the utilization of cluster-area functions that emphasize local 
maximization. 

By integrating multiple clustering measures, the algorithm is able to 
determine the optimal strategy for a given document layout. 

6. Postprocessing Phase of Layout Analysis via Non-Maximum 
Suppression 

Once the document image analysis has generated a preliminary 
layout, a vital postprocessing stage is required to refine the result, effectively 
removing potential overlapping elements and ensuring the best 
representation of layout components. This process utilizes Non-Maximum 
Suppression (NMS), a technique prevalently employed in computer vision 
tasks to reduce the number of overlapping bounding boxes and retain the 
most suitable ones (Malisiewicz et al., 2011; Ren et al. 2017). 

In this study, three variants of NMS were examined: the classic 
approach, linear NMS, and Gaussian NMS. Each of these variants has 
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unique characteristics and applications, necessitating a comprehensive 
evaluation to determine the most effective for this specific task. 

The classic NMS, often applied in object detection tasks, operates by 
retaining the bounding box with the highest confidence score while 
suppressing all others that significantly overlap with it, Ren et al. (2017). 
However, its rigid suppression rule may lead to the omission of valid boxes 
in close proximity, affecting the representation of closely packed document 
elements (Bodla et al., 2017). 

Linear NMS, introduced by Hosang et al. (2016), offers a more 
flexible approach by gradually decreasing the scores of suppressed boxes 
based on their overlap with the retained box. However, it still relies on a 
deterministic suppression function, which may not always be suitable for 
complex document layouts. 

In contrast, Gaussian NMS, proposed by He et al. (2019), employs a 
probabilistic approach by reducing the scores of suppressed boxes using a 
Gaussian function, offering a gentler and more nuanced suppression. 

The performance of these NMS variants was evaluated on a custom 
dataset consisting of 121 documents from various epochs, with diverse 
layouts. This approach was intended to capture a wide range of layout 
complexities and variations, mirroring real-world scenarios (Sharma et al. 
2013).  

Following a comprehensive evaluation, Gaussian NMS emerged as 
the most effective variant for the task, given the fact that it ensured a more 
robust thresholding range for filtering out unwanted blocks. Despite the 
complexity and diversity of the dataset, Gaussian NMS consistently provided 
superior results. Its probabilistic and gentle suppression approach proved 
particularly advantageous in handling various layout elements that exist in 
close proximity, a common occurrence in complex documents. 
Consequently, Gaussian NMS emerged as the optimal choice for the 
postprocessing phase of document image layout analysis in our work. 

7. Conclusion 

The methodology delineated herein provides an effective instrument 
for analyzing page layouts, facilitating the segregation of different entity 
groups by trimming the cluster tree at varying levels. This approach enables 
the precise detection of paragraphs, headings, and other layout elements via 
a straightforward, easily implementable algorithm. Furthermore, the utility of 
this method extends beyond the realm of document content conversion. 
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The validity of the proposed approach can be readily substantiated 
and verified by employing a combination of mathematical solutions, 
algorithms, and conventional content analysis techniques. 

The layout analysis approach outlined in this study represents a 
logical advancement of hierarchical clustering procedures. Envision the 
scenario in which an observer progressively withdraws from a document. 
The resultant image becomes increasingly nebulous, and while the fine 
details become indistinguishable, the document's overall structure, including 
the placement of paragraphs, headings, tables, and images, remains 
discernible. 

With an increase in distance from the document, the observer 
discerns fewer intricacies of its content while gaining a broader perspective 
of its overall layout. This process can be replicated by employing a pyramid-
like resampling of the image, gradually reducing it until it eventually 
contracts into a single point. This intuitive procedure is mathematically 
formalized through Delaunay triangulation structures, guaranteeing the 
preservation of precision across different resampling stages. Consequently, 
the clustering of elements mirrors the human eye's behavior when increasing 
the viewing distance from the document. 

Additionally, the human eye exhibits heightened sensitivity to 
rectangular-like structures. Hence, the emphasis is placed on the rectangular 
reconstruction of clusters within the document through the utilization of 
specific cluster-area functions that require local maximization. 

Offering a range of clustering measures empowers the clustering 
algorithm to opt for the most appropriate approach based on the specific 
layout of the document. 
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